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Abstract

Geothermal power promises clean, renewable, reliable and poten-
tially widely-available energy, but is limited by high initial capital
costs. Widespread adoption of geothermal energy will require access
to deeply buried geothermal sources in granitic basement rocks at high
temperatures and pressures. Exploiting these resources necessitates
novel methods for drilling, stimulation, and maintenance, under oper-
ating conditions that are difficult or impossible to test in laboratory
settings. In such environments, physically rigorous numerical modeling
tools are vital to highlight potential risks, guide process optimization
and reduce the uncertainties involved in these developing technologies.

A drilling technology with the potential to reduced the costs asso-
ciated with geothermal power is Thermal Spallation Drilling (TSD) —
a novel drilling technique in which small particles (spalls) are released
from the rock surface by rapid heating. While TSD has the potential
to improve drilling rates of brittle granitic rocks that are typical for
geothermal wells, the coupled thermomechanical processes involved in
TSD are poorly described, making system control and optimization
difficult for this drilling technology.

The project examined the factors influencing thermal spallation of
hard basement rocks. Under the project, high-resolution simulations
employing Lawrence Livermore’s GEODYN code were used to model
spallability of different rock types as a function of grain size distribu-
tion and depth, at conditions appropriate for geothermal wells. Data
collected from these simulations was used to provide qualitative infor-
mation on the rocks and conditions best suited to Thermal Spallation
Drilling and related rock reduction technologies. The results of the sim-
ulations were analyzed to extract parameters for future validation of
empirical models describing thermal spallation at the borehole scale.
This work performed under the auspices of the U.S. Department of
Energy by Lawrence Livermore National Laboratory under Contract
DE-AC52-07TNA27344. IM Release Number: LLNL-TR-632239



1 Introduction

Wells for Engineered Geothermal Systems (EGS) occur in conditions that
present significant challenges for conventional rotary and percussive drilling
technologies: granitic rocks that reduce drilling speeds and cause substantial
equipment wear. Thermal spallation drilling, in which rock is fragmented by
high temperature rather than mechanical means, offers a potential solution
to these problems. However, much of the knowledge surrounding this drilling
technique is empirical - based on laboratory experiments that may or may
not represent field conditions. There is a lack of understanding coupled
with large uncertainties in the phenomenology of the process which could
be resolved with computer modeling.

System-scale simulations of thermal spallation employ phenomenological
models of rock damage due to the thermal gradient and erosion of spalls by
the fluid. This allows rapid evaluation of mass and energy balances near
the drill head and parametric studies of the relationship between drilling
performance and the parameters of the jet. However, large-scale modeling
is not suitable for resolving rock grains and inhomogeneities, and the dam-
age model must account for the temperature gradient not typically used as
an input parameter in such material models. Thus, the parameters govern-
ing such phenomenological damage models require calibration by mesoscale
simulations that fully resolve rock grains.

The project examined the factors influencing thermal spallation of hard
basement rocks. Under the project, high-resolution simulations employing
Lawrence Livermore’s GEODYN code were used to model spallability of
different rock types as a function of grain size distribution and depth, at
conditions appropriate for geothermal wells. Data collected from these sim-
ulations was used to provide qualitative information on the rocks and condi-
tions best suited to Thermal Spallation Drilling and related rock reduction
technologies. The results of the simulations were analyzed to extract param-
eters for future validation of empirical models describing thermal spallation
at the borehole scale.

Rapid heating of certain rock-types causes thin disk-like fragments or
“spalls” to be removed from the surface in a process known as thermal spal-
lation. Thermal spallation in rock is widely regarded to follow a mechanism
first described in the 1920’s and 1930’s [1,2]. Due to the rock’s low thermal
conductivity, heating produces large temperature gradients and associated
compressive stresses close to the surface. The compressive stresses cause
fractures to emanate from pre-existing flaws. The fractures extend outward
parallel to the rock surface, following the principle compressive stresses. If



an induced fracture propagates to a sufficient extent, the heated fragment
buckles and is ejected as a spall (Figure 1). Thermal spallation has long
been of interest as a means of achieving faster penetration compared to
conventional mechanical drilling methods, particularly for brittle granitic
rocks [3-5]. Applications include blast hole drilling, quarrying, deep-well
drilling, cavity formation and well stimulation [5-9]. Fire-induced spalla-
tion of rock has also been identified as a growing concern in tunnel and
mine safety [10-13].

At present, models of spall production remain largely empirical in nature
or adopt simplifying assumptions that ignore microstructural heterogeneity.
For example, several analytical models have been developed based on buck-
ling theory (e.g. [14,15]). The advantage of these models is that they present
a closed-form solution that can be rapidly evaluated. However, for the most
part such models assume a homogeneous material body, making it difficult
to predict changes in the spallability of different rock types. To overcome
these limitations, researchers examining thermal spallation in granitic rocks
have employed Weibull statistical failure theory [16] to represent the rela-
tionship between microstructural heterogeneity and the rock’s propensity to
spall [17-20]. Such Weibull models have been successfully used to predict
such factors as penetration rate, spall-size distribution and borehole radius
from drilling jet velocity and applied heat flux [19,20].

Nevertheless, although useful for predicting system response in a given
context, Weibull models are empirically derived. As such, the model param-
eters must be carefully fitted from laboratory tests. Moreover, such models
may overlook material behavior outside of model assumptions. For example,
while Weibull models of spallation postulate the existence of a distribution
of critical flaws, they make no claims to the nature of these flaws or how the
distribution should change according to rock composition. Consequently, it
can be difficult to determine how these models should behave outside the
experimental scope from which they are fitted. Indeed for many applications
(thermal spallation drilling in particular) it may be prohibitively expensive
to conduct appropriate experimental investigation under the appropriate
conditions or impossible to obtain the relevant experimental data. In such
an environment, explicit small-scale numerical simulations can be used to
provide insight into the fundamental processes contributing to thermal spal-
lation.

In the following report, we detail the results of a series of high-resolution
simulations investigating thermal spallation processes at the grain scale.
A brief outline is provided of the numerical simulators used in the project,
GEODYN and PSUADE, along with a detailed description of the microstruc-



tural models used to represent thermal spallation at the grain scale. The
explicit grain-scale model is used to investigate the grain spallation for a va-
riety of different drilling conditions: examining varying temperature, pres-
sure, material properties and microstructural configurations. The results of
the model illustrate the susceptibility of specific sites within the rock body
to failure, lending credence to the use of Weibull failure models of spall pro-
duction which assume a distribution of critical flaws within the rock body at
which spalls are initiated. New results from the simulations, however, also
suggest ways in which Weibull models may be improved: in particular, by
accounting for the effect of micropores and variable spall aspect ratio. While
the effect of vapor pressure on thermal spallation, is a principle concern in
the cement literature, it has been largely overlooked in rock spallation due to
the low porosity of granites. Nevertheless our simulations suggest that mi-
cropores may be significant in even low porosity rocks as they serve as sites
for fracture initiation. Likewise, we present results from both our simula-
tions and analysis we have conducted on spall particles obtained from field
tests by Potter Drilling, examining the relationship between spall aspect
ratio and particle size. The simulated spalls and the collected field-test par-
ticles both demonstrate more equant shapes at smaller sizes. We show how
this size dependent aspect ratio can be incorporated into a Weibull model of
spall production, and discuss its effect on the relationship between the rate
of penetration, applied heat flux and surface temperature. We conclude the
report by providing recommendations on future avenues of research, and the
ways in which insights from this study may be included in future modeling
efforts.

2 Numerical simulators: GEODYN and PSUADE

The simulations presented in this report are conducted using the geome-
chanical simulator, GEODYN, developed at Lawrence Livermore National
Laboratory. GEODYN is a parallel Eulerian compressible-solid and fluid-
dynamics code with adaptive mesh refinement (AMR) capabilities [21,22].
Its features include a high-order material interface reconstruction algorithm [23]
and advanced constitutive models that incorporate salient features of the dy-
namic response of geologic media [24]. GEODYN is able to simulate materi-
als under extremely large deformations, resolve details of wave propagation
within grains with high accuracy. Moreover, as it employs a continuum
damage mechanics approach to represent fracturing, it is able to simulate
fracture propagation within grains. This modeling capability is necessary,
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Figure 1: Spall-production model proposed by Preston [1,2]: a) An applied
heat flux increases the temperature of the rock face, increasing the com-
pressive stresses adjacent to the surface. b) The compressive stresses cause
fractures to grow parallel to the surface from incipient flaws in the rock. ¢)
Upon reaching a critical size, the heated region buckles and is ejected from
the surface as a spall.




as spalls are disk-like in shape; often one or-more grain-diameters in extent
with thicknesses below a single grain diameter [7,25].

Sampling design for the parameter space studies in this report was con-
ducted with a second Livermore code, PSUADE [26]. PSUADE is a software
toolkit to facilitate uncertainty quantification. It contains functionality to
conduct uncertainty analysis, global sensitivity analysis, design optimiza-
tion and model calibration, and supports a global sensitivity methodology
for models with large numbers of parameters and complex constraints. It
includes methods for sampling, automated simulation execution, and anal-
ysis. The computational resources required by PSUADE are negligible in
comparison with the thermal spallation simulations conducted with GEO-
DYN.

Both GEODYN and PSUADE include flexible command-line interfaces
for coupling with other codes. Indeed, PSUADE’s interface is particularly
simple — the input and output files for each sample point consist of a text
file with a single column of parameters. Nevertheless, additional coupling
scripts are required to interface these two programs — in particular, rou-
tines are required to interpret PSUADE’s input parameters and generate
initial conditions for GEODYN (most notably grain geometries), and ex-
tract the appropriate scalar parameters from the simulation output. In
principle these tasks could be accomplished with separate coupling scripts
for each set of PSUADE simulations. However, the task of monitoring and
maintaining these separate scripts can rapidly grow in complexity, partic-
ularly in the face of unexpected events: tracking failed runs due to un-
physical parameters, system downtime or resource restrictions, or while de-
bugging the preprocessing-simulation-postprocessing workflow. As a result,
along with the high degree of overlap in the tasks required of these coupling
scripts, a separate GEODYN-PSUADE interface was employed to control
the PSUADE simulation runs. The GEODYN-PSUADE interface provided
a simple-to-use, but inherently flexible Python wrapper to both codes, which
also acts as a repository for common subroutines required in multiple sim-
ulation runs, enhancing maintainability. In addition the interface is eas-
ily extended to include additional input and output parameters and allows
for customizable runs, permitting the GEODYN simulations to either be
conducted in at PSUADE’s behest or completely independently. The for-
mer mode is necessary for optimization studies (a long-term goal of the
LLNL-Potter Drilling collaboration), while the latter mode facilitates em-
barrassingly parallel parameter-space exploration (the primary goal of the
present investigation). As such the interface allows any sensible combina-
tion (attempting to conduct preprocessing and postprocessing steps without
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Figure 2: GEODYN-PSUADE interface

the intermediate simulation step is not permitted) of preprocessing, simula-
tion and postprocessing steps may be carried out independently or in series,
on all or part of the simulation runs. This aids in preserving computing
resources (for example, by allowing the typically single-processor pre- and
post-processing to be conducted independently, while the computationally
intensive GEODYN simulation is performed in parallel) and simplifies de-

bugging.

3 Model description

The Eulerian-Godunov method implemented in GEODYN is a modified ver-
sion of a single-phase high-order Godunov method that has been extended
to track multiple material bodies. For solid materials, the governing equa-
tions consist of the laws of conservation of mass, momentum and energy, an
equation for elastic deformation, and additional equations in the form:

0

5 (PE) + V- (pvEy) = p2;, (1)
which represent specific rheological equations F; = ®; (superposed dot de-
notes material time differentiation) for history dependent state and internal
variables F; (damage, plastic strain, etc.). Propagation of surfaces in space
is similarly modeled via an equivalent evolution of volume fractions, defined



by: 5
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where ¢, and K, are the volume fraction and the bulk modulus of each
material .

The numerical scheme for a single cell is based on the approach of [27],
with modifications to account for the full stress tensor associated with solids.
The multidimensional equations are solved by using an operator splitting
technique, in which the one-dimensional equations for each direction are
solved:

UZ,LJI = Su (S1,00 (50,10 (So,01 (U)))) (3)
UZ};LQ = Su (50,0,1 (50,1,0 <S1,0,0 <U“;“1>>>) ) (4)

where the spatially split operators
Sigjaks (U?+7/043> (5)

are applied in a Strang-splitting order to keep second-order accuracy, while
the source term

SH <U{L’Hl
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is always applied at the end of the timestep. Each directional operator is the
update of the cell from time step n to time step n+1 with fluxes computed at
cell edges. Edge fluxes are calculated based on upwind characteristic tracing
following [27], using an acoustic approximate Riemann solver. The velocity
gradient estimate in equation (6) is calculated in the Riemann-solver step.

Multiple-material cells are treated in a similar manner to that in [27]:
material properties have multiple values in a cell, but the velocity and stress
are single-valued. It is therefore necessary to define an effective mixed-cell
phase and to update material volume fractions based on self-consistent cell
thermodynamics:

1/K: Z¢Q/Ka T :KngaTiia/Ka
1/G = Z (ba/Goz Tz’j,i;ﬁj = GZ ¢ozTija/Goz

where G, Tjjo are the shear modulus and the stress tensor of material a.
The velocity gradient assigned to each material in the cell is similarly:

(7)

L, = LG/G,. (8)



Heat transport is governed by
q=-\VO (9)

where q is the heat flux, A is the thermal conductivity and © is the tem-
perature. Thermal conductivity is calculated from the following mixture

rule:
1
A= (Za Pt W) (0

i.e. the thermal conductivity is taken to be the average of the weighted
arithmetic and harmonic means of the thermal conductivities for the indi-
vidual material components, A, [28]. A high order interface reconstruction
method is used to advect volume fractions in such a way that linear inter-
faces are preserved during translation. The volume fractions are constrained
by assuming fast equilibration of partial pressures in the cell. The pressure
relaxation algorithm consists of iterative adjustments of volume fractions.
The average pressure is first calculated:

fo‘ “/Z e (11)

from which, the change of volume fraction for current iteration step is de-
termined:

6¢a = ,Ba¢a(pa - p)/Ka . (12)

The limiter (3, in (12) is chosen from numerical and physical considerations,
i.e. volume fractions are restricted between zero and one, change of material
density should be limited, etc.

The rock microstructures employed in the simulations are created by fit-
ting the cells in a Voronoi tessellation to a target grain-size distributions [29].
Voronoi cells are generated from a set of random points, and each cell is as-
signed a target volume. In this manner, separate grain-size distributions
may be set according to mineral type, or even on a grain-by-grain basis.
The Voronoi-cell volumes are then relaxed towards the target distribution
over a series of iterations, in which the cell centers are updated according
to:

ov]l
8—X:| (Vtarget - V) ’ (13)

where X is a vector of coordinates for the cell-centers; V and Vig.ge are
vectors of Voronoi-cell volumes and target volumes respectively; and Af

Xnew Xold + |:
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Figure 3: Grain microstructures used in the simulations are generated using
a Voronoi cell based method in which voronoi cells perturbed over a series of
iterations to fit a pre-determined particle size distribution. Target (dashed
line) and generated (solid line) particle-size volume for a three dimensional
assembly (inset figure).

indicates the pseudo-inverse of the matrix A. Construction of the % ma-

trix is described in the appendices. The iterative improvement is repeated
until the average error in cell volumes is below a predetermined tolerance
(typically less than 1% error in cell volumes). The method is capable of
reproducing two and three dimensional grain-size distributions to arbitrary
accuracy, and is able to produce microstructures with periodic and radially
symmetric boundary conditions (Figure 3). Non-ergodic microstructures,
where the particle-size distribution varies from location to location, are also
possible — enabling, for example, consideration of layered media.

The multi-material method in GEODYN allows minerals with distinct
material properties to be assigned to each grain in the assembly, as well as
separate fluid components with distinct constitutive models. Here grain
microstructures consisting of quartz, plagioclase feldspar and potassium
feldspar (K-spar) are presented, but additional mineral types can also be
introduced. The physical properties assigned to the minerals are summa-
rized in Table 1. Mechanical parameters are taken from Bass [30] and
Mavko et al. [31], while the heat capacities and relative thermal conduc-
tivities are based on values reported in Findikakis [32], Holland & Pow-
ell [33] and Clauser & Huenges [34]. Inter-grain contacts are represented
by a separate, weaker material with compressive and tensile strengths fitted

10



Mineral Density Bulk modulus  Poisson ratio Heat Capacity = Thermal conductivity

K-spar 2.63 g/em? 53.7 GPa 0.28 0.93 J/g.K 1.5 W/m.K
Plagioclase  2.56 g/cm? 50.8 GPa 0.26 0.93 J/g.K 1.5 W/m.K
Quartz 2.65 g/cm? 37.0 GPa 0.08 0.93 J/g.K 7.7 W/m.K

Table 1: Material properties used in the simulations arranged by mineral
type.

to granite properties described by Lockner [35]. The rate at which heat
is transmitted into the rock (O(m/h)) is orders of magnitude slower than
the speed of fracture propagation (O(km/s)). Accordingly, the simulated
thermal conductivities are artificially increased by a factor of 10,000. This
has the effect of reducing simulation times, while maintaining a quasi-static
temperature profile over fracture timescales. When included in the simula-
tions conducted in this publication, microporosity is explicitly represented
as fluid-filled inclusions of predetermined diameter and volume fraction.

4 Results and discussion

Results from the model demonstrate the importance of heterogeneous ma-
terial properties and geometry in determining brittle failure — factors that
would be impossible to investigate with homogenous continuum-scale mod-
els. In particular, the idealized, semi-infinite body assumed under the Pre-
ston model [1,2] does not exist in reality: for example, the surface is not flat
but roughened (particularly after spallation); the solid body may develop
additional fractures as a consequence of the spallation; and the stress-state
is non-uniformly distributed. Surface roughness, grain size distribution, and
thermal conductivities therefore serve to generate local stress concentrations
that trigger the onset of spallation [36,37]. Likewise, inter-granular bound-
aries are frequently sites of spall fracture initiation [7] (Figure 4). These
boundaries cause discontinuities in the temperature profile that concentrate
thermally induced stresses at the interface. Importantly, inter-grain bound-
aries are also sites of existing grain damage, containing a higher density of
micro-fractures than within the grains [38].

Plots of spall size distributions obtained from the model are found to
follow a log-normal distribution (Figure 6). Figure 7 shows the logarith-
mic means of spall size distributions obtained from a from a suite of 125
simulations, which varied the lithostatic and hydrostatic pressure, rock mi-
crostructure, and the fluid and host rock temperature differential. Plotting
these results as a function of both the difference in rock and fluid tempera-
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Figure 4: Fracture initiation and propagation in a three-dimensional grain-
scale simulation. a) Cutaway of the grain microstructure: light colored
grains are quartz; orange grains are k-spar; brown grains are plagioclase.
b) The rock face is heated by fluid in the transparent region at the top of
the image, causing a thermal front to propagate into the rock. c) Fractures
(gray planes in cutaway section indicated by white arrow) tend to initiate at
inter-grain boundaries, d) but propagate along the thermal front, following
the principal compressive stresses.

12



ture, and the ratio of hydrostatic to lithostatic pressure, reveals two distinct
groups of simulations. In one group, namely those conducted with fluid
temperatures less than ~300°C above the ambient rock temperature, there
is little or no spalling in any of the simulations. Above 300°C, however, the
simulations exhibit a greater tendency to spall with increasing temperature
(those that do not tend to have a higher ratio of hydrostatic to lithostatic
pressure). Moreover, as the amount of energy in the system is increased
(whether it be in the form of thermal energy, or potential energy due to
the difference in pressures) the amount of damage also grows — resulting in
smaller spall-sizes.

This damage is not arbitrarily distributed, however. Specific sites within
the rock structure are found to be more susceptible to failure than other lo-
cations. This is illustrated in Figure 5, where the distributions of damage
are shown for several simulations with the same microstructure, but differ-
ent applied fluid temperatures. While the number of failure sites increases
with temperature (decreasing the spall-sizes), a site prone to fracture at a
lower temperature will also tend to fracture at higher temperatures. This
lends credence to the use of Weibull models to represent spall production
with assume the existence of a distribution of critical flaws that fail upon
exceeding a given stress state [7,19].

However, while the Weibull model predicts the existence of such a critical
flaw distribution, it says nothing about the nature of these flaws. Neverthe-
less, theories regarding the makeup and activation of such critical flaws can
be investigated using explicit grain-scale models of the type outlined in this
paper. In our simulations fracture initiation tends to be more prevalent at
quartz grain boundaries. The quartz content (more than the other miner-
als) is a more important factor in determining propensity to spall, due to
its higher thermal conductivity and distinctive mechanical properties. This
observation is also supported by previous experimental work by Soles and
Geller [25] which found an increased propensity to spall with the volume
fraction of quartz, and thermoelastic grain-scale simulations by Rauenzahn
and Tester [7,39] which demonstrated that the difference in thermal expan-
sion between quartz and feldspar crystals was sufficient to cause fracturing.
However, mineral heterogeneity is not the only possible means of generating
stress concentrations in the rock microstructure. In particular, our models
show that damage initiation is strongly affected by microporosity.

13
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Figure 5: Illustration of the damage distribution as a function of the applied
surface temperature (a). An amalgam of damage locations from eight simu-
lations with fluid/rock temperature differentials between 370°C and 510°C
is given in b) highlighting the locations most likely to fail.
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ulations varying lithostatic and hydrostatic pressure, rock microstructure,
and the fluid and host rock temperature differential. The color indicates
the ratio of fluid pressure in the borehole to the in-situ lithostatic pressure.
Zero logarithmic mean indicates no spallation.
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Microporosity

Expansion of in-situ fluids has been recognized as a central, if not the most
important, factor in driving spall production in bricks and concrete [40-43].
However, it has largely been assumed that water content plays less of a
role in the spall of rock - where buckling failure is thought to dominate (a
notable exception is the work by Hettema et al. [44], who examined the
role of steam pressure in sedimentary rocks). This is presumably due to
the low porosity of granitic rocks; however, by overlooking the effects of
fluid content several key factors are ignored. First, the traditional buckling
model of spall-production is essentially a bifurcation event [14]. Hence, small
fluctuations in the stress-state can have a large impact on the onset and
extent of spall production. This is reflected in Hettema et al. [44] who found
that “steam pressures do not initiate but do contribute to the process of
thermal spalling”, and that oven-dried samples failed to spall under thermal
shock loading. It is also seen in some cement studies which report that
heating induced pore-pressure contributes to “buckling-risk” [42]. Cement
studies also demonstrate that permeability is influential in vapor driven
spallation: lower permeability cements have higher risk of spallation as they
are less able to release the build-up in vapor pressure [45]. Though small
in volume, fluid filled pores in rocks would experience increased higher pore
pressure for extended durations due to the decreased permeability. Finally,
rock porosity is unevenly distributed. For example, plagioclase grains may
have as much as 2.5% pore-space by volume [46], and pore space can be
concentrated at zones of weakness, for example at grain interfaces [46,47].

In Figure 8, the effect of microporosity is investigated by comparing
two simulations with identical grain microstructure except for the addition
of water-filled micropores at 0.1% porosity in one of the simulations. The
microporosity is introduced into the simulation as randomly distributed cir-
cular pores of equal diameter. Despite the low volume fraction, the porosity
serves to both increase the extent of damage and decrease the spall-size dis-
tribution. The latter point is made more evident in Figure 9, which plots
spall-size distributions and the distribution of logarithmic means from a
suite of simulations, in which the grain microstructure remained constant
but microporosity was varied. Importantly, the addition of the microporos-
ity also alters the locations of fracture initiation. New fractures are almost
exclusively generated at the micropores.

The results of these simulations do not support a vapor-pressure driven
model of spallation, as has been argued in the cement literature [43, 48].
The vapor pressure induced in low-porosity granitic rocks is insufficient to

16
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Figure 8: Comparison of damage distribution in simulations a) without
microporosity and b) with 20 pym radii micropores at 0.1% porosity.
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cause spallation in and of itself. However, the simulations results show
that the microporosity does influence the pattern and type of spallation
observed. This suggests a modified version of the traditional buckling model
(Figure 10), in which spall fracture is both initiated at micropores and then
aided by the expansion of the fluids inside those pores.

Aspect Ratio and Spall Size

An assumption commonly employed in continuum models of spall damage
is that idealised disk shaped spalls are produced with a constant ratio of
spall thickness to particle radius. Results from the numerical simulations,
along with observations of spalls collected from field and laboratory tests
however, suggest that spall aspect ratio is in fact dependent on the spall size
distribution. Changes to the spall aspect ratio influenced by microstructural
heterogeneity, particularly as the size of the spall particle approaches, or falls
below, that of individual mineral grains. This is important as in many cases,
the modal spall diameter can fall to lmm? or less, as indicated in Figure 11
which shows spall particle size distributions from laboratory tests by Potter
Drilling.

To investigate the distribution of spall aspect ratios further, a study was
conducted examining changes to spall thickness as a function of the cross-
sectional area. Spall-samples collected from a thermal spallation drilling
field-test were sorted by size into six categories: extremely large spalls (over
0.5 cm in size); spalls greater than 2000 pm in size; spalls between 1400-
2000um; spalls between 850-1400pm; spalls between 300-850um; and spalls
below 300pm in size. Digital images of the spalls were then obtained under
a microscope with both angled and diffuse light sources, and image analysis
conducted to extract the extent of the shadows (Figure 12). The feature
heights were determined from the shadow extents by calibrating against the
shadow of a silicon plate of known thickness, while shadow extents were used
to determine the in-plane width of each spall particle (Figure 12b).

The spall sizes and thicknesses obtained from the angled-light images
are plotted in Figure 12d, and the aspect ratio (size/thickness) for the spalls
given in Figure 12d. The larger spalls examined in the analysis exhibit an
aspect ratios between and 4:1 and 10:1 diameter to thickness. This is slightly
smaller than previous reported aspect ratios from experiments (between 8:1
and 15:1 [49]) and estimates based on plate and beam buckling theories
(which estimate ratios between 10:1 and 15:1 [17]). In part the smaller as-
pect ratios is partially a product of the manner in which the measurements
were collected. As here the focus has been on bulk measurement of a large
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arithmic means of the spall-size distributions from the microporosity simu-
lations.
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Figure 11: Spall size distribution collected from laboratory test of thermal
spallation drilling into granite by Potter Drilling.
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number of spall particles, we have not attempted to determine the principle
axis of the individual particles, instead using the shadow extent to determine
the cross-sectional width. For elongated particles this results in a smaller
aspect ratio than would be determined had the maximum particle axis been
used instead. However, this effect is fairly minor as most of the spalls ex-
amined were relatively circular in shape. An alternative explanation for the
difference in observed aspect ratios may be that previous measurements have
concentrated on larger particles, which tend to have a higher aspect ratio.
It is also true that only a handful of studies have been conducted on this
topic, and differences in aspect ratio may merely reflect differences in the
rock properties and circumstances under which the spalls were collected.

The aspect ratio of the spalls is clearly a function of the spall size. As
already noted, larger spalls tend to have larger aspect ratios, and there is
a gradual decline from an average aspect ratio of around 6:1 for the very
large spalls, to an average aspect ration of approximately 4:1 for particles
around Imm in length. At around 400 microns however, the ratio decreases
significantly, such that at 200 microns the aspect ratios are between 2:1 and
1:1, i.e. particles that are almost equant in shape. Similar trends were also
observed in the spall particle aspect ratios from the numerical simulations
(Figure 13). This sudden shift in the aspect ratio appears to be related
to the average grain size of the granite. The exact cause is still somewhat
inconclusive, however a likely explanation appears that while larger spalls
can exploit existing planes of weakness, extremely small disk shaped parti-
cles are inhibited as new fracture planes must be initiated within previously
undamaged rock.

To investigate what impact (if any) variable aspect ratio could have on
predicted rates of thermal spallation, we have implemented the observed
aspect-ratio changes in a simple Weibull-type failure model. Weibull failure
theory postulates the existence of a distribution of size dependent failure
strengths o represented by the following probability density distribution:

Voo
G(o) =1—exp U (=Lym dv] (14)
0 0o
where o, is a material dependent parameter describing the material strength
in a reference sample of unit volume. As originally proposed by Dey and
Kranz [17, 18] and later adopted by Rauenzahn and Tester [19], it is as-
sumed that spallation occurs for a point on the rock surface under “median
conditions”, i.e. when G(o) = 0.5. The differential volume in equation (14)
describes the region in the rock that would remove the surface point if spal-
lation was to occur. If it is assumed that the spall particles are thin circular
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Figure 13: Simulated spall aspect ratios as a function of particle size. The
red line represents a rolling average of the aspect ratios.

disks with an aspect ratio Cp, then the integrated volume is a cone with
a cross-sectional area 7(Cp/2)?. In addition, a quasi-static temperature
profile based on a ”subliming” rock model is adopted:

T(x) = (Ts — T))exp(—vz /o) (15)

where T is the temperature as a function of the position in the rock z; T
and T, are the surface and far-field rock temperatures; v is the velocity of
the spalling rock/fluid interface; and « is the thermal diffusivity of the rock.
with these assumptions, equation (14) can be rewritten

™

m VvV
o
— <—8> / C? 22 exp(—wz) dV = log(0.5) (16)
4 0o 0
where w = vm/a, and oy is the stress at the surface. Implicit in this equation
is the assumption that the maximum principle stresses are proportional to
the increase in temperature:
EAT
o= P , (17)

1—v

where 3 is the thermal expansion of the rock, E is the Young’s modulus,
and v is the Poisson’s ratio. In Dey and Kranz [17, 18] and Rauenzahn
and Tester [7,19], the spall aspect ratio is assumed constant, and hence the
integral in equation (16) may be evaluated directly. In contrast, here, Cp,
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is assumed to be a function of the spall thickness x to test the effect of the
variable aspect ratio observed in the spall samples.

These equations yield the following expression for the heat flux through
the surface of the rock, as a function of the rate of penetration, v.

. 1/m 00 —1/m
Q= pva(l V)%, <410g(0.5)> [/ C? 2% exp(—wz) dz (18)
0

BFE s
From which the surface temperature may also be found, via:
Q
T, =T, . 19
s=Tt o (19)

Plots of the rate of penetration as a function of the heat flux and surface
temperature increase are given in Figure 14. For one set of plots a con-
stant aspect ratio C'r, = 5 is employed, while the second assumes a bimodal
distribution of aspect ratios described by:

/1 2 <=100pm
Crle) = { 5 > 100um (20)

For the other parameters, we adopt similar values to those employed in
Rauenzahn and Tester [7,19]: v = 0.25, F = 45GPa, a = le — 6m?/s,
B =1le—5K™!, g, =170 MPa, with a slightly larger m (m = 21), to obtain
a more appropriate temperature/spallation relationship.

The effect of the variable aspect ratio is to increase the heat flux needed
to achieve a given penetration rate by approximately 15%. More significant
however is the effect on the predicted surface temperature, which is changed
significantly by accounting for the spall aspect ratio distribution. This is
particularly true at higher temperatures, as the scaled thermal penetration
distance w = ma/v, approaches the spall thickness associated with the
aspect ratio transition.

5 Conclusions and Recommendations for Future
Models of Thermal Spallation in Rock

Existing large-scale (i.e. borehole or continuum scale) models of thermal
spallation are in need of further development. Simple models of spallation
based on idealized geometries and buckling modes are insufficient to capture
the heterogenity of natural systems. While, Weibull models provide a means
of integrating heterogeneity into continuum-scale simulations, more work is
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required to a) validate or improve the assumptions that enter into such mod-
els, and b) relate empirical parameters to physical quantities. This latter
point is vital in order to understand how such parameters might change
under drilling conditions outside of the original experimental scope used to
derive the model.

The results of our grain-scale simulations highlight the importance of
microstructural effects in determining the mechanical response of granite
under thermal spallation conditions. Such high resolution models, while
not practical for bore-hole scale simulations, are vital in understanding the
small-scale processes that drive larger scale phenomena. For example, our
experiments and numerical simulations show that spall aspect ratio varies
as a function of spall size. This has been overlooked in previous Weibull
failure models, which for convenience and in the absence of evidence to the
contrary have assumed a constant spall-size distribution. Nevertheless, as
illustrated by the simple Weibull-type analysis presented in this report, vari-
able spall sizes can influence the predicted rate of penetration significantly.
Similarly, the results of the simulations conducted in this study have high-
lighted the role of microporosity in granite spallation. To date the effect
of vapor pressure on granite spallation has been largely ignored. But from
these simulations, it appears influential in determining spall initiation, as
the rapid expansion of fluid within micropores serves to concentrate stresses
at existing sites of weakness. Incorporating the effects of pore fluid content
on the spall response is also clearly important when considering drilling in
other rocks (most notably sandstones) as well as fractured media.

In this regard, the growing literature on thermal spallation in high per-
formance cements may help to inform development of new continuum-scale
spallation models. The two fields have focused on different but overlapping
spalling regimes, with the rock community more focused on thermally in-
duced buckling modes of failure, while in the cement literature there has
been a natural interest in vapor pressure driven spallation. Continuum-
scale models integrating these two modeling frameworks will be of particu-
lar importance for predicting thermal spallation drilling performance across
different rock types.
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A Voronoi Cell Generation

To generate Vornoi assemblies with predetermined particle size distributions,
we first generate a Voronoi tesselation with the desired number of particles,
then assign target volumes to each, and then perturb the system towards
the desired solution by seeking a set of small voronoi center displacements
595? to satisfy the equation

o

ov o o
Aa,ﬁi&vf = 8£Cﬁ &Uf = V;farget -V (21)

i

oave

The following subsections describe the construction of the P matrix in
xr

i

two and three dimensions.
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A.1 Two Dimensions

The volume of a voronoi cell (in 2D) can be expressed as

1

Vo= ) i (] — d) T — (22)
1 n/n+1ln n,n—1
_ Zieijgmi et =, (23)
1
> ieijg(my*l — Azt (24)

n

where the sum is over the n neighbors of the center point z?, and

nn—1 .
70 lj

is
n—1

i

The location of the circumcenter relative to x? can be written in terms

of the relative displacements Az = 27 — 2z and Ax?_l = x?_l — 29,

the vector from x? to the circumcenter of x?, z and x

l?’n_l = eijg(Ax?sz_lez_l—Ax?_lszAxZ)/(QegthngleZ). (25)

-1
The term el-ngx?l;L’n can be expressed as

e} = —Aaf(AxfAzp T Az - Axf T AafAa}) [ (2eqns Ayt Axf)
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AxPAxf Az~ (x —xp )
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2egn3Axy  Ax)

(26)
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and A, g, is given as

19V 1 8fn,n71 8fn+1,n
Anpg = — = - 1
B = Y 3%5 4 < ozl * oz (31)

for a # 3 and where z° = z® and 2" = 2z and

Aa,aiz—z—zafnn : (32)

A.2 Three dimensions

The volume of a three dimensional voronoi cell is
1
V=2 V=) el G (33)
¢ t
where V! are the tetrahedron volumes and lf are the coordinates of the

verticies of the vornoi cell associated with each tetrahedron relative to the
cell node.

ovt 1 ol ol olts
57 =G Z Epar < o pa 121t 414 o qa R 52 (34)
1 t
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The circumcenter of a tetrahedron is
S I t u t t .. U S U U, . . S t
Athxhekaxijk + Athxhekaxj Axj + AmhAxheUkijAxk

ls,t,u o
( s t u
2epqr Azs Axl Axy!

(35)
where Az, Az! and Az} are arranged such that ey Az Az, Az > 0.

alf,t7u 1 S u u u u
5 = 12V [2Az5e;ghAxl, Az + eij(Axj Az Azl — Axj Az Az
J
B QeiqrAxéAxﬁ

s s t U
122 eigh(AxkAxkAngxh

—i—Ax};Am’,;Ax;‘sz + AwZAx}CLAx;Ax’,;)
(36)

other derivatives can be obtained from cyclic permulations of s, ¢, u, and

ah artt Akt At
= - S T iy (37)
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